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1 Introduction

Stochastic programs in general and multistage programs in particular have the repu-
tation of being computationally difficult to solve. In many cases, even before solving
the stochastic model, the user must investigate and solve several deterministic mod-
els, each corresponding to one particular scenario or to a group of them. Then, the
optimal solution of these programs must be combined to see if the scenarios, stages
and other aspects of the model are well defined, and the solution of the stochastic
model (RP, recursion problem) is really justified, or if, on the contrary, another selec-
tion is needed. There are two concepts, namely the expected value of perfect informa-
tion (EVPI) and the value of the stochastic solution (VSS), see Birge and Louveaux
(1997), that can help to do this. Both were developed for the case of two-stage prob-
lems, see Madansky (1960), Manne (1974), Chao (1981), Birge (1982, 1988) and
Louveaux and Smeers (1988), among others, and can be directly calculated.

For the maximization models in particular, the following inequalities are satisfied,
see Madansky (1960):

EEV <RP < WS,

where the value EEV denotes the expected result of using the solution of the de-
terministic model EV, the one obtained by replacing all random variables by their
expected values; the WS value, known in the relevant literature as the wait and see
solution value, denotes the expected value of using the optimal solution for each
scenario (WS models); and the RP value, also known as the here and now solution,
denotes the optimal solution value to the recursion problem.

In this context, the difference EVPI = WS — RP denotes the expected value
of perfect information and compares here-and-now and wait-and-see approaches.
A small EVPI indicates a low additional profit when we reach perfect information.
VSS = RP — EEV denotes the value of the stochastic solution and compares the here-
and-now and expected values approaches. A small VSS means that the approximation
of the stochastic program by the program with expected values instead of random
variables is a good one.

In two-stage models, obtaining VSS means calculating EEV. This can be obtained
as follows: (1) solve the related average scenario problem, EV; (2) fix the first stage
solution for each scenario (WS model), at the optimal one obtained for the first stage
of the EV problem; (3) solve the resulting problem for each scenario, and (4) calculate
the expectation over the set of scenarios of the value at the objective function of these
modified WS problems.

As mentioned above, the parameters have been studied in the open literature for
the two-stage case. In this work, we generalize those parameters to the multistage
case. This generalization entails considering various issues. In particular, it is not
clear which variables must be fixed in the WS models, see Valente (2002). A trivial
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The value of the stochastic solution in multistage problems

solution to this problem would be to fix only the first stage solutions (decisions),
as in the two-stage case, so that in the solution of the corresponding WS models all
the variables of the following stages are free to be adapted to the performance of
the different scenarios. This procedure, nevertheless, can become a paradox in some
cases, since it can happen that the first stage solution in the EV problem performs
better than the solution of the RP one! The reason is that in the multistage case, the
RP model contains nonanticipativity constraints in later stages, which are ignored
(relaxed) when the WS models are solved. Note that the WS models denote the model
for each scenario and they are completely independent.

Therefore, before the family of independent WS models are solved, we must solve
a chain of models (starting with the RP model). The decision variables of the first
stage are fixed to the solution of the EV problem, in order to compare the RP solution
consistently with the EV solution.

There are some studies in which the above mentioned expected values appear to
check the quality of the stochastic solution in multistage models, for example, see
Alonso et al. (2004). Nevertheless, in contrast to the two-stage case and as far as we
know, there are no studies where mathematical properties and formal relations are
derived.

The rest of the paper is organized as follows. Section 2 presents the Determinis-
tic Equivalent Model of the multistage optimization model to be studied. Section 3
presents the solution to the average scenario and its expected value in each time
period, and proves some properties between the related chain of values. Section 4
deals with the dynamic solution of the average scenario model and also includes
some mathematical results about the related expected values. Section 5 reports all
the expected values for the multistage optimization model of the well-known investor
problem. Section 6 concludes. Some computational insight to compute the expected
values defined efficiently is included as an Appendix.

2 Deterministic equivalent model, DEM

A general mixed 0—1 multistage optimization model has the following form:

max E CtZt

teT
st. Cyz1+Cuz2+---+Cyzp=dy VteT, M
7z €ZCR" YieT,

where ¢; is the vector of the objective function coefficients, C;; gives the constraint
matrix for the pair of stages i and #,i =1, ..., ¢, and d; is the right-hand-side vector
(rhs) for stage t,t € S C 7, S is the set of stages (time periods in which a decision
is taken) and 7 is the set of time periods in a time horizon to be considered; z; is the
(n-dimensional) vector of variables for stage ¢; and Z is a non-empty closed set that
may include an integer or O—1 character for any of the components of vector z. This
last situation and the loss of convexity of the feasible region that it produces makes
the theoretical treatment of the problem more difficult.
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Q=0 ={10,11,...,17}; Qo = {10, 11,12}
Go ={2,3,4}; t(5) = 3

G=1{1,2,3,..,17}
§=1{1,2,3},8=3,T={1,2,3,4},T = 4
T(9) =4,7(14) =7

Fig. 1 Scenario tree

162
163

164 In particular, in the present study, we consider a multistage model in which the
165 constraints only relate two consecutive periods. Thus, the model can be expressed as
166

167 max Z CrZs

168 teT )
169 st. Clzy—1+Cizy=dy VteT,

170 €’z VteT,

171

172 where C; = C;; and C; = Cy_1,;. Moreover, in many real cases, the model must be
173 extended to consider uncertainty in some of the main parameters, in our case, the
174 objective function, the rhs coefficients, and the constraint matrices.

- The uncertainty in the stochastic parameters is dealt with via a scenario tree based
176 approach. It is a structure representing the evolution of information over the stages,
;> see Fig. 1. Let us define a symmetric and balanced scenario tree as a tree where all
178 the scenarios have the same probability and its form is symmetric. In a scenario tree,
g WO scenarios that share a common history until stage ¢ are indistinguishable until
180 that stage, and thereafter they are represented by distinct paths. Thus each distinct
181 scenario represents a path from the root node to a leaf node of the scenario tree. In
182 the absence of appropriate approximations these trees can become extremely large,
183 making the model difficult to manage and solve.

184 Each node in the tree can also be associated with a scenario group such that two
185 scenarios belong to the same group in a given stage provided that they have the
g Same realizations of the uncertain parameters up to that stage. In accordance with the
187 nonanticipativity principle, see Rockafellar and Wets (1991), both scenarios should
188 have the same value for the related variables with the time index up to the given stage.
189 The following additional notation is used in the paper:

190 £2, the set of scenarios that represent the stochasticity of the uncertain parameters.
191 G, the set of scenario groups. Note: the groups are numbered consecutively.

192
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Gy, the set of scenario groups in the period ¢, for t € 7 (G, C G). Note: |G| =1
and 1 € Gj.
§2g, the set of scenarios that belong to the group g, for g € G (£2, C £2).
1(g), the stage of scenario group g such that g € G;(g).
m(g), the immediate ancestor of node g.

Let us assume that the uncertainty can be modeled by a finite number of scenar-
ios. Let & be the stochastic variable whose realizations correspond to the different
scenarios. Hence &(w) = (c(w), C(w), C'(w), d(w)), w € £2.

Let z{” denote the vector of the variables related to stage ¢ under scenario w, for
t € T and w € £2. Thus, for each time period ¢ € 7, the z{” variable is fixed optimally
before the future realizations (&1, ..., &r) are observed. Once &; is observed, the
decisions for the stage ¢, say z;, are taken. The nonanticipativity principle can be
expressed as the set

{(z?’):zﬁ”zzﬁ”/,‘v’w,w’eQg,w;éa/,geg,,teS}.

The splitting variable representation (Alonso et al. 2003) of the mixed 0-1 DEM
of the stochastic version with complete recourse of the deterministic multistage prob-
lem (2) can thus be expressed as follows:

RP = max Z Z w?ePzy

weRteT

st. G970 | +CP7P=d? YoeR,teT, 3)

z?’—z?’/=0 Yo,0' € 24,0 # 0, g€G €S,
ez Yoe2,teT,

where w® is the likelihood assigned to scenario w, c¢{’ is the row vector of the objec-
tive function coefficients, C;” and C ,/‘" are the constraint matrices, and d;” is the rhs
vector, for w € £2,¢ € 7. Note that C,/“’ = C;‘”/, CP = C,‘”/, cf”:cf’)/ and d,“’:dt‘”/ for
w0 € w#w, g€, tES.

The solution of this model, z{, takes into account the different fluctuations from
the unknown elements of the problem. All the decisions are adjusted in time when
new information is obtained, except for the decisions corresponding to the first time
period.

Sometimes it is necessary to carry out the following partition for the variables
corresponding to the stage ¢, z;: the state or decision variables corresponding to the
stage, denoted by x;, and the recourse variables, denoted by y;. These last ones (which
in general are continuous variables) correspond to recourse actions taken at stage
t in order to correct or to offset the strategic decisions taken up to stage . Thus,
zt = (%, 1), ¢ = (ar, by), Cr = (A, By) and C, = (A}, B}). In general, the state and
recourse variables are related and defined by the balance constraints

ALxi—1 + APX + BPyi—1 + By =dy’.

Let RP value be the optimal value of the objective function in the RP model (3).
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0241 3 On the solution of the average scenario deterministic model, EV, and its
O§42 expected value in ¢, EEV;

m244 Let Zgy be the optimal value of the objective function in the average scenario deter-
n-j45 ministic model, EV, which can be expressed as follows:

46
47 Zgy = max Z agx; + Et}’t
248 T
249 4)

50 S.t. Z;xt_l —i—Z,x, +§;)’t—l +§t)’t = 3[ Vt e T,
dm xxeX, €Y VieT,

I_gss where X € R" and Y € R™ are non-empty closed sets that can include integer con-
54  ditions for some of the components of x and y, n and m are the dimensions of x € X
jss and y € Y, respectively, a;, Et, Z;, Z,, E;, B, and Et denote the expected values of
256 the vectors and matrices a’, b, A/, A?, B/, B and d over the set of scenarios w,

257 respectively, fort € 7. Let (x;, ¥,) be the optimal solution of the model (4) for¢ € 7.

258 The quality of the approach provided by the average scenario deterministic model,
259 EV, can be measured by the value of VSS.
260

261 Definition 1 Let the expected result in t of using the expected value solution, de-
262 noted by EEV, for t =2,..., T, be the optimal value of the RP model (3), where

263 the decision variables until stage t — 1, (xy, ..., x;—1), are fixed at the optimal values
264 obtained in the solution of the average scenario model (4). That is,
265
266 RP model (3)
st. xP=Xx Yw € 2,
267 EEV, _ 1 1
268 :
269 xt“i] =X;_1 VYweS.
270
271 If we extend the definition to # = 1 and define EEV| = RP, we get the sequence

o720 of expected values

i EEV,EEV,,...,EEVT,

274

275 for which the following relation holds.

276

277 Proposition 1 For any multistage stochastic program

278

279 EEV, 1 <EEV, Vt=1,...,T —1.
280

281 Proof Any feasible solution of the EEV,, | problem is also a solution of the EEV,
282 problem, because the feasible region of the first problem has one set of constraints
283 more than the second problem (the set where the decision variables of stage ¢ are
284  fixed). Consequently, the proof is trivial. If the EEV,; model is infeasible for any
285  staget,i.e. EEV,;;1 = —o0, the inequality is satisfied trivially. Finally, if the EEV,; 1
286 model is unbounded for any ¢, then the EEV, model is unbounded too, and therefore
287 EEV;y1 =EEV; =00, Vt. ]
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89 Definition 2 We define the value of the stochastic solution in t, denoted by VSS;, as

98 Corollary 1 For any multistage stochastic program

LL

O;90

O.. VSS, =RP—EEV, Vi=1,...,T.
o

94
95 0<VSS, <VSSi+1 Ve=1,...,T —1.
296
27 Proof The inequalities can be deduced from Proposition 1. O
O..
% This sequence of non-negative values represents the cost of ignoring uncertainty
1300 until stage ¢ in the decision making of multistage models.

302 e . . . . . . .
l Proposition 2 For multistage stochastic linear programs with deterministic con-
straint matrices and deterministic objective coefficients, the following inequalities

304
s 4re satisfied:

306 VSS; <EV—EEV, Vt=1,...,T.

307

%8 Proof The inequality WS < EV is valid for stochastic programs where uncertainty
89 s only in the rhs, because in this case the Jensen inequality can be applied. Since
:? RP < WS, the above inequality holds. O
:z In particular, the expected value of the solution that provides the average scenario
14 problem, EEV, defined for two-stage models, is equal to the value of EEV in multi-
a5 Stage models. This value enables us to calculate the maximum cost that we would be
16 prepared to pay to ignore uncertainty over the time horizon.

27 The intermediate values, EEV;, and then VSS;, fort =2, ..., T, give us informa-
4g  tion about a suitable choice of the number of stages in the model. Similar successive
39 values EEV; ~ EEV;,1, and then VSS; =~ VSS;,1, would indicate that the determin-
a0  istic problem until stage 7 is a good approach to the stochastic one, and therefore it
321 Would not be necessary to define later stages.

320 A sufficient condition for EEV; = EEV,, 1, and then VSS; = VSS;41, is the inde-
33 pendence of z;41(w) of the scenario w. This means that the optimal values at stage

a4 1+ 1 are insensitive to the value of the random elements. In such situations, finding
a5  the optimal solution for one particular & @ (€@ for example) would yield the same
a0  Tesult, and it is unnecessary to define a further stage.

307 In models where many variables have been fixed, there is often no feasible solu-
s0s  tion. Thus; if we find that all the problems EEV,, EEV3, ..., EEV,, ... are infeasible,
ap9  this will not give us too much information about the quality of the approach obtained.
ss0  An alternative that sometimes avoids this problem consists of not fixing those vari-
331 ables that generate infeasibility in the model. Thus we get a more flexible definition
sz2  of the model that provides an estimation of EEV,. This definition is as follows.

333

334 Definition 3 Let the feasible expected value in t of using the solution of the average
335 scenario model, denoted by EEV[, be the optimal value of the RP model (3), where

336 @ Springer
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LL

037 the decision variables until stage # — 1 are fixed at zero if they are fixed at zero in the
03338 optimal solution of the average scenario model (4). That is,

msjz RP model (3)

m;,m EEV;z S.t. .x.ii)fle1 Yo € §2,

w:; xﬂl <X_1M;_1 VYweS2,

= z:: where M1, ..., M,_; are sufficiently large constants.

Q346 Proposition 3 For any multistage stochastic program it holds that

o EEV,<EEV, Vt=1,...,T.

as0  Proof Trivial. g

4 Dynamic solution of the average scenario, EV

A more realistic use of the expected value solution in multistage problems can be ob-
tained by solving a model, say EV , for each scenario group at each stage of the prob-
3% lem. In this way the estimates are updated and, although they are based on average
857 values, they add more precise information to the model. In this case a deterministic
358 gsolution is also obtained, but it is not an anticipative one.

359 The expected result of using these dynamic solutions of the model based on aver-
360  age scenarios is obtained immediately from the solution of these models.
361 Next we describe the calculation procedure.
zzz Step 1: ¢ = 1. Obtain the optimal value, Z }W, of the coqesponding average scenario
a4 quel, EV defined for_ g = 1 € g1, and save the optimal values of the first stage
w65 variables (x1, y1), say (X1, y1)-

Step 2: t :=1t + 1. Define the set of |G;| average scenario problems, EV,, for the
366 scenario subtrees corresponding to each group of scenarios at the next stage g € G,
867 where the random parameters of subsequent stages are estimated by their expected
368 values, and all the variables of the previous stages are fixed at the optimal solution
369 values obtained in the chain EV(g), g€ Gr, t=1,...,t — 1.
370

After solving the |G;| problems, the optimal values, Zév, and the optimal values of
the variables of the current stage (x;, y;)$, say (x;,y,)$, are saved, for g € G;.
872 Step 3: Ift < T, go to Step 2.

371

873 Step 4: Define the set of |Gr| = |£2| average scenario problems, EV, g € Gr, for the
374 scenario subtrees corresponding to each group of scenarios at the last stage, where
375 all the variables of the previous stages are fixed, except for the last one, at the optimal
376 solution values obtained in the chain of models EV(¢), g € G, T=1,...,t — 1.
377

378 Definition 4 We define the expected result in t of using the dynamic solution of the
379 average scenario, and we denote itby EDEV;,fort =1, ..., T, as the expected value

380 of the optimal values of the EV, problems, with g € G,, that is
381

382 EDEV,= Y wfZ{,, t=1,....T,
383 2€G:
384 @ Springer
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The value of the stochastic solution in multistage problems

where Zi“v is the optimal value for the model EV, and w# represents the likelihood
of the scenario group g, obtained as w8 =" . 2 w®.

The proof that EDEV| = EV, for t = 1, is obvious. Moreover, we can observe that
EDEVT = EEVT, whenever the scenario tree is a symmetric and balanced one.

Proposition 4 For multistage stochastic linear programs with deterministic con-
straint matrices and deterministic objective coefficients,

EDEV, 1 <EDEV,, Vt=1,...,T —1.

Proof The proposition follows by application of Jensen’s inequality in each time
period 7. (]

Definition 5 Let us define the dynamic value of the stochastic solution, say VSSP,
as

VSSP = RP — EDEV7.
Proposition 5 For any multistage stochastic program,
vssP > o.

Proof The optimal solution of EDEV T is a feasible solution for the stochastic model,
RP, so EDEV 1 < RP. If EDEV 7 has no feasible solution, the result is trivial. [l

Computationally, to obtain this value we must solve a large number of submodels,
in particular, |G1| + |G2| + - - - 4+ |G| = |G|, but they have small dimensions.

Proposition 6 For any multistage stochastic program,

EDEV,,| <EDEV, Vt=S,...,T —1.

Proof The optimal solution of EDEV, 1 is a feasible solution of EDEV/ in each time
period ¢ of the last stage. ]

Definition 6 Let us define the dynamic value of the stochastic solution for each time
period ¢ in the last stage, say VSS,D , as

VSSP =RP —EDEV, Vt=S,...,T.
Proposition 7 For any multistage stochastic program

0<VSSP <VSSPZ, vi=S,....,T—1.
Proof The first inequality is satisfied, since the optimal solution of EDEV; is a feasi-
ble solution of the stochastic model, RP, so EDEV; <RP, Vt=S§,...,T.If EDEV,
has no solution for any ¢, the result is trivial. The second inequality follows directly
from Proposition 6. (]
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In the example described in Sect. 5, a particular case of symmetric and balanced
scenario tree, we can see that for the last time period the expected value, EDEV T,
coincides with the expected result of using the expected value solution, EEV 7. In
general, a sufficient condition for EEV T = EDEVt is the independence of the opti-
mal solution (x;,y,)® of the scenario group g, g € G;. This means that the optimal
solutions are insensitive to the scenario group in which they have been obtained, and
it does not matter in which of them we solve the deterministic model of the average
scenario.

In other types of trees, the dynamic solution of the average scenario makes its
use more realistic, given that it provides a nonanticipative solution. Moreover, as it is
observed in the example described below, the deterministic dynamic model of the av-
erage scenario approaches the stochastic model better than the classical deterministic
model of the average scenario.

5 Case study. The investor’s problem

Let us consider the famous problem, see Birge and Louveaux (1997), whose objective
consists of obtaining an investment policy which maximizes the utility of the returns
at the end of the time horizon.

The investor wishes to invest d; in some of, say /, considered investments. Let the
tuition goal be d7; exceeding this amount at the end of the time horizon provides an
additional income of g ¥ % of the excess, while not meeting the goal would result in
borrowing at the rate ¢~ %, ¢~ > g . The investor plans to revise his investment at
each time period using additional information that will gradually become available
in the future. The time periods are indexed by ¢ = 1 for the initial decision, by ¢t =
2,...,T —1=S for the revisions and by r = T for the time horizon. The main
uncertainty is the return r/ on each investment i at the end of time period 7. The
investment decisions, say xit , denote the volume of investment in the asset i at the
beginning of time period ¢. The state decisions, say y™ and y~, denote the surplus
and deficit, respectively, at the end of the last period, 7.

In order to illustrate the different bounds and expected value solutions, we will
take the following values for the parameters: |/| =2 (i = 1, stocks, and i = 2, bonds);
S =T — 1 = 3 stages or revision periods and 7" = 4 for number of periods in the time
horizon.

The initial capital budget is d; = 55 thousand euros, and after 7' years we will
have a wealth that we would like to exceed a tuition goal of d7 = 80 thousand euros.
We assume an income of g7 % = 1% over the excess, while not meeting the goal
would lead to borrowing at cost g~ % = 4%. The average unit returns are r| = 1.155
for stocks and ré = 1.13 for bonds, for t € T. We assume that eight possible scenarios
may occur over the three decision periods. The scenarios correspond to independent
and equal likelihoods of having (inflation-adjusted) returns of either 1.25 for stocks
and 1.14 for bonds or 1.06 for stocks and 1.12 for bonds over each of the three re-
vision periods. With the scenarios defined here, we assign probabilities for each w,
w® = 0.125. So, the deterministic equivalent model to solve in compact version is as
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(83.8399, 0.0)

(65.0946, 2.16814

0.0,71.4286)

(41.4793, 13/4207)

(0.0,71.4286)

Fig. 2 Optimal stochastic solution, RP

follows:

RP = max Z wg(q+y+g — qufg)
g€gr

s.t. inl =d,

iel

- Zrzr(g)xl{r(g) + leg -0
iel iel

Zrin(g)xl{f(g) _ y+g +y 8 =dy

iel

xlfg >0

yt8,y 78>0

® &y
(yT10,y71%) = (1.42857,0.0) 2'0 = 1.42857

(D) @™y = (00,00) 2 =00

(®) "y = (24.7999,0.0) =* =24.7999

~%) = (8.8703,0.0) 2° =8.8703

@ (y'2,y7"?) = (1.42857,0.0) 2> =1.42857
@ (% y71%) =(00,0.0) 2 =0.0

'y

@ (y5,y71%) = (0.0,12.16) 2'° = —48.64

14 =(0.0,0.0) 2 =0.0

VeeG,t=2,...,8,

geq; )
Vg egr,

Viel geg,

Vgegr.

Notice that problem (5) is always feasible, due to the assumed unlimited possibil-
ities of borrowing. Figure 2 shows the investment plan.

It can be observed a natural diversification of the investment. The solution tells us,
for example, to invest 75.42% in stocks and the rest in bonds at the first stage. At the
second stage, if high returns are observed, the intent is to invest 96.77% in stocks,
while if low returns are observed, it does not risk so much and proposes to invest
62.16% in stocks. The investment policy is such that in 87.5% of the cases a non-
negative utility is reached, i.e. the target is reached in all cases except for the most
unfavorable one. If we implement this policy in each time period, we would have an
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expected utility of EEV| = RP = —1.51408 thousand euros, which is negative and
represents an expected loss over the tuition goal.

The multiperiod formulation of the deterministic model of the average scenario is
as follows:

Zpy =maxq yt —q 7y~

S.t. inl =d

iel

S R T Y af=0 vi=2,....8, ©)
i€l ieZ

Y Firxl =yt 4y =dr,

i€l

xl,yt,y==0 Viel,teT,

where 7;; represents the average return on asset i valid throughout time period ¢. The
optimal objective function value of (6) is Zgy = 4.7394. The investment policy that
proposes the optimal solution of (6) is shown in the following scheme:

t=1 r=2 r=3 7
(x}.x1) =(55,00  (x},x2) =(63.525,0) (x},x3) = (73.3714,0). ™
Figure 3 shows the implementation of this policy at the first stage.

The implementation of this solution, ignoring the random returns for the first time
period, allows us to calculate the expected result in t = 2 using the expected value
solution, say EEV, = —1.9631 thousand euros.

We can measure the expected result in # = 3 using the expected value solution over
the two first stages, that is EEV3, which is infeasible. This is because the optimal
solution of the average scenario model tells us to invest 63.255 thousand euros in
stocks at the second stage, a value that is not available if there is the total investment
in stocks in the first stage and the returns go down. That optimal selection advises
us to invest everything in stocks and nothing in bonds in each of the time periods.
If we implement this selection, by fixing the decision variables corresponding to the
investment in bonds for the second stage at zero, we obtain the estimation of the
expected result in ¢ = 3 using the expected value solution over the first two stages,
say EEV3 = —2.29698 thousand euros. The policy of investments is shown in Fig. 4.

Finally, the feasible implementation of the asset selection provided by the average
scenario model appears in the tree in Fig. 5. The expected result of implementing
this selection over all three time periods is EEV4 = —3.78792, which coincides with
the general value of the expected result using the expected value solution, say EEV,
introduced by Birge (1982) for two-stage problems. It represents the greatest expected
loss, even when the average scenario promises the greatest benefit.

In Sect. 4, we proposed to make use of the solution based on the dynamic average
scenario model that provides a chain of non-anticipative decisions. The solution of
the deterministic average models EV g, for each scenario group g € G, is given in the
following table:

@ Springer

Journal ID: 11750, Article ID: 5, Date: 2007-02-27, Proof No: 1



«TOP 11750 layout: Small Extended file: top5.tex (Danute) aid: 5 doctopic: OriginalPaper ~class: spr-small-v1 v.2007/02/20 ~ Prn:21/02/2007; 10:52  p. 13»

N

57

14

@

O
o)

79

24

585

87

LL
580
581
m‘>82
83
584

602
603
604
605
606
607
608
609
610
611
612
613
614
615
616
617
618
619
620
621
622
623
624

The value of the stochastic solution in multistage problems

Z}, =19.2578 z8, =27.4219
(x1, x2)% = (85.9375,0) (x1.x2)8 = (27.4219,0)
2 _ 5 _ 9 _ 710 _ 12 _
z%, = 1171 Z3y =4.17063 Zpy =ZL) =73 =11.0938
zL, =474 (x1.x2)2 = (68.75,0) (x1.x2) = (72.875,0) (x1.x2)8 = (11.0938,0), g =9, 10, 12
EV
1_ 3 _ 6 _ 11 _ 713 _ »14 _
(x1.x2)! = (55.0) Z3, =—8.90 Z8, =4.17063 zh, =z8 =74 = 1101
(x1.x2)3 = (58.3,0) (x1.x2)0 = (72.875,0) (x1.x2)8 = (0,2.7525), g = 11,13, 14
z7l, =19.2578 z13 = _57.9765
EV— 7 EV — .
(x1,x2)7 = (61.798,0) (1, x2)15 = (0, 14.4941)

By fixing the values of the first stage variables at the optimal values in the solution
for g = 1, we construct and solve two new deterministic models, say EV; and EV3,
associated with the two scenario groups in stage 2. The coefficients which define the
model EV; are those corresponding to nodes 1 and 2, until stage 2 of the scenario tree,
and the expected values between nodes 4 and 5 for the third stage. We construct and
solve the models corresponding to the scenario groups of the third stage obtaining
for EV4 an investment for the third period given by (x1, x2)* = (85.9375, 0). For
EVs and EVg, we obtain the same investment plan for the third period. Finally, for
EV7, we obtain some other investment plan for the third period. We now go on to
the scenario groups in the fourth stage, which are the scenarios for each of which we
must solve a problem and obtain the investment plan for the fourth period.

Some conclusions can be drawn from this chain of values. If we show the decisions
in a tree, it results to be the same tree as in Fig. 5, i.e. the one corresponding to the

(85.9375,0) (y™5,y~%) = (27.4219,0.0) 2° = 27.4219

(9) (v™°,y7°) = (11.0938,0.0) = =11.0938

(yT0 9719 = (6.0475,0.0) 2'° =6.0475

(55,0 @ (¥, y7") = (0.0,0.0) 2 =0.0

(0,71.4286) @ (yT2,y71%) = (1.42857,0.0) 2'? = 1.42857

@ (y™13,971%) = (0.0,0.0) 2% =00
(y™, 571 = (0.0,1.7663) 2 = —7.0652

@ (y*1%,y71%) = (0.0,13.6578) 25 = —54.6312

Fig. 3 Solution of the average scenario model at the first stage
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N
(&)

(85.9375,0) (8) (y,y~®) = (27.4219,0.0) 2* = 27.4219

NN
N O

(9) (*°,y7°) = (11.0938,0.0) 2° = 11.0938

a1 27, 45.875) (y*1°,y71%) = (6.0475,0.0) 2" =6.0475
@ (yt1,y~ 1) = (0.0,0.0) 2 =0.0

(27, 45.875) @ (yt12,971%) = (6.0475,0.0) 2'%2 = 6.0475

@ (y™'3, 57 1%) = (0.0,0.0) 2'* =0.0

(y™4 y=1) = (0.0,2.7525) 2 = —11.01

645 @ (g%, y71%) = (0.0,14.4941) 2" = —57.9764

(61.798,0)

647  Fig. 4 Feasible solution of the average scenario model over the two first stages

649 (85.9375,0)
650
651

(yt8 y~ %) = (27.4219,0.0) 2® =27.4219

o5 (9) (u°,y°) = (11.0938,0.0) =° =11.0938

653
654
655
656

(y™10,y~1%) = (11.0938,0.0) z'° = 11.0938

657
658
659
660
661
662
663
664
665
666

(55,0 @ (1, y~1) = (0.0,2.7525) 2 = —11.01
(72.875,0.0) @ (yT2,y71%) = (11.0938,0.0) z'% = 11.0938
@ (yt3,y713) = (0.0,2.7525) 2 = —11.01

(61.798, 0) @ (T, y™) = (0.0,2.7525) 2* = —11.01
667

668 e

669 @ (yt5,y715) = (0.0,14.4941) 2'° = —57.9764
670

671 Fig. 5 Feasible solution of the average scenario model over the three first stages
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The value of the stochastic solution in multistage problems

implementation of the feasible optimal solution of the average scenario over the three
stages. Then EDEV 4 = EEV4 = —3.78792, which may be obvious since the scenario
tree in this example is perfectly symmetric and balanced.

However, an additional conclusion is the absence of infeasibilities in the solution
of the chain of problems studied. We introduce in the model defined for ¢ exactly
the values proposed by the optimal solution for # — 1 and not merely the selection
between different assets.

Finally, it results that

WS > RP=EEV, > EEV, > EEV3 >  EEV4
105 > —1.5148 > —1.9631 > —00 > —0
>  EEV; >  EEV,
> 229698 >  —3.78792
I
EV=EDEV, > EDEV, > EDEVy; > EDEV,
474 > 140235 > —1.7235 > —3.78792

defines a chain of intermediate expected values between the stochastic solution, RP,
the expected result in each time period using the solution for the average scenario,
EEV,, and the value promised by the deterministic solution, EV.

Moreover, we compare it with the optimal solution under the expected perfect
information, WS = 10.5. Notice that because of the structure of the problem, with
uncertainty in the recourse matrix, WS < E'V is not satisfied. Also, the inequalities
from Proposition 2 are not valid. However, Corollary 1 and Proposition 6 are verified.
Thus,

VSS| =0 < VSS> = 0.4483 < VSS3 = 0.78218 < VSSs = 2.27312
VsSSP =0.2087 < VsSSP =2.27312.

In particular, we observe VSS3D < VSS3, that is the goodness of the stochastic
solution until the third stage is smaller when we compare it to the dynamic solution
of the average scenario, EV ¢, than when we compare it to the optimal solution of the
average scenario, EV. Notice that, in this case, the deterministic dynamic model of
the average scenario results in a better approximation to the stochastic model than the
“classical” deterministic average scenario model until the third stage, at least.

6 Conclusions

In this paper, we generalize the definition of bounds for the optimal values of the ob-
jective function for various deterministic equivalent models in multistage stochastic
linear programs. In particular, we introduce a chain of expected values when fixing
the value of the decision variables at the optimal value in the related average scenario
model, EV. The final value of the chain happens to be the expected value of using
the expected value solution, EEV, in two-stage models. Differences between the val-
ues in this chain indicate the need to solve the stochastic model, RP. In each stage,
they allow us to compute the value of the stochastic solution, VSS, and to check how

@ Springer

Journal ID: 11750, Article ID: 5, Date: 2007-02-27, Proof No: 1



«TOP 11750 layout: Small Extended file: top5.tex (Danute) aid: 5 doctopic: OriginalPaper ~class: spr-small-v1 v.2007/02/20  Prn:21/02/2007; 10:52  p. 16»

L.F. Escudero et al.

21 good the approximation of the stochastic program by the deterministic one is up to
the stage, when the expected values are used instead of the random variables. In order
to motivate the definition of these bounds, we have used the problem of the private

O
m724 investor, which is well known in the relevant literature. The extension of the bounds
o

NN
w N

25 that is proposed is primarily useful for avoiding to obtain the RP value when the
26 average based solution is good enough, as it also happens for the two-stage problem.
729 Appendix. Some computational insight

730
0731 In this paper, we have introduced the notion of expected result in ¢ from using the
I 732 expected value solution, EEV,, and the value of the stochastic solution in ¢, VSS;.

33 As we have seen, the value of EEV; can be calculated by solving the RP model
734 with additional constraints in order to fix the value of the decision variables until
:735 stage t. In the subset of problems to be solved, say EEV1, ..., EEV T, the complexity
736 or difficulty of the solution increases when we are close to EEV| = RP, with this
737 being the hardest model to solve. The information that they provide is also progressive

73 in the same sense.

739 Otherwise, it is obvious that the RP model with fixed variables in the first 1 — 1
740  stages is separable by the scenario groups of stage f. Then the value EEV, can be
741 computed as the following sum:

742

743 EEV, =) Z¥, ®)
744 8€G;
745

where Z$ represents the optimal solution value of the model defined for each scenario
746 . . .. .
4y &rOUp of stage t, g € Gy, in which the decision variables for the stages 1,2, ..., —1,
. (x1,x2, ..., xr—1), respectively, are fixed at the optimal values obtained in the solution
240 of the average scenario problem (4).

That is, the value of EEV; can be obtained from expression (8) breaking it down

750 .
751 into the sum of |G;| independent submodels, one for each group g € G;, t = 1(g),

such that
752
753 r—1 T
75¢ 78 — max Z w® Z(a;")_cr +b2y?) + Z(a;"x? + b(r"y?}):|
755 weR, =1 =t

%6 st BPyY 4+ BPyY =bY — AP — AYX; Yo e 2, Vr=1,...,1—1,
757
APx? 4+ BPy? |+ BPy? =bY — APX: 1, VYweRq T1=t,

758

759 APxe g +Ax? + BPy? |+ BYy? =b?, NYoeQgt=t+1,...,T,
Z:? x?:x;"/ Yo,0' € 2,N2s,0#w, feG,1=1,...,85,

762 YW=y Vo,0€e2,N2fp0#w, feG,t=1,...,85,

;Zz x2eX VYoe2,,8€G,1=t,...,T,

765 ey Voef,g€G,t=1,...,T.

766

767 The alternative modeling considered in (5) can be broken down in the same way.
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